Design and Validation of PATRICIA for the Mitigation of Netw ork Flooding Attacks

Lan Wang, Qishi Wu, Yaoqing Liu
Department of Computer Science
University of Memphis
Memphis, TN
Email: {lanwang, gishiwu, yliuB@memphis.edu

Abstract—A recent trend in Internet denial-of-service attacks In this paper, we flesh out the details of the control proto-
is to distribute the attack sources among a large number of  cols in PATRICIA. Most notably, we have revised the design
compromised computers. To effectively control such attack ¢ the Transmission Channel Establishment Protocol to make

the attack traffic must be stopped at an early stage, which . . -
means those edge networks that host the attack sources it more robust against collusion attacks. Furthermore, we

must be given proper incentives and mechanisms to stop Present the results from extensive simulation experiments
undesirable traffic. We previously proposed an architectue  to validate our design. The detailed protocols are predente

called PATRICIA, where edge networks cooperate to prevent jn Section Ill - Section VI and the evaluation results are
misbehaving sources from flooding traffic in both control and presented in Section VII.

data channels. In this paper, we flesh out the details of the

control protocols in PATRICIA and propose an important Il. RELATED WORK
revision to the previous design to make it more robust agairts
collusion attacks. Furthermore, we present the results frm DoS attacks have been evolving and those mechanisms
extensive simulation experiments to validate our design. that rely solely on observations at the source networks are
Keywords-Denial-of-Service attack mitigation, control traffic N0 longer sufficient in dealing with large DDoS attacks.
flooding, collusion attack, packet filtering, capability For example, DoS attacks that use spoofed source addresses
can be mitigated by ingress/egress filtering [4] at the sourc
l. INTRODUCTION networks or their upstream ISPs. However, a measurement

Large-scale flooding attacks are increasingly feasible dustudy by Mao et al. [5] shows that source spoofing is no
to the huge number of compromised machines around thlwnger commonly employed in DDoS attacks because the at-
world. Attackers employ “botnets” that consist of thoussnd tackers control a large number of bots (i.e. there is no need t
of compromised machines in flooding attacks, email spamsspoof) and source-spoofed packets can be easily filtered out
stealing of sensitive information, and other maliciousvact Another example is that DoS sources with asymmetric traffic
ities [1]. However, the distributed management paradigm otan be detected and thwarted by their own networks using
the Internet makes DoS defense a very challenging task. the D-WARD mechanism [6]. However, bots in a large-scale

The goal of our work is to protect legitimate flows from DDoS attack can each send a small volume of non-spoofed
the flooding of attack traffic. We make the following explicit traffic to make their traffic symmetric, while the aggregate
assumptions in this work: (a) an attacker may control araffic can still overwhelm the receiver and/or network 8nk
large number of hosts to send traffic at the same timeThe above examples illustrate that we need information from
(b) malicious receivers may collude with malicious senderghe receivers who know more about appropriate application-
in order to cause congestion in intermediate nodes as welkvel behavior and we need collaboration among networks
as to reduce the rate of legitimate flows that pass througto collect such information.
those nodes; (c) a legitimate receiver under attack has a Our work is partly inspired by two existing approaches
mechanism to differentiate good senders from bad senderthat use information from the receiverseceiver-based
which may involve observing the source’s application-faye packet filtering and capability. Receiver-based filtering
behavior and/or network-layer behavior. However, we do notmechanisms, e.g. AITF [7] and Stoplt [8], allow receivers to
assume that this detection mechanism works correctly in akotify the network of their intent to stop certain traffic flew
cases. A number of previous papers, e.g. [2], have discussdyy installing flow-level packet filters in routers. Such mach
how this identification may be done. Since our proposedisms may not scale well when dealing with large-scale dis-
approach can work with any bad-sender identification mechtributed DoS attacks, as routers may need to maintain a large
anism, we do not discuss them in detail here. number of filters and complex filtering could significantly

In [3], we presented a preliminary design of our approactslow down packet processing. Andersstnal. proposed the
PATRICIA, which allows edge networks to cooperate toconcept ofcapability [9], which was refined in SIFF [10]
prevent misbehaving sources from flooding traffic in bothand TVA [2]. A capability is a form of authorization granted
control and data channels. Our approach is based on tH®y a receiver to a sender — packets that do not carry correct
belief thatwe cannot place trust entirely on hosts, as thosecapability values will be dropped by intermediate routers.
hosts controlled by attackers are going to abuse the trust. Liu et al. proposed a filter-based approach called Stoplt



and compared it with other approaches [8]. They found thabf destinations) for a specified period of time. More specif-
Stoplt outperforms capability-based approaches in all buically, their control messages will not be endorsed by their
one type of attacks. They also conjectured that combiningwn edge network and will be dropped by other networks.
the two approaches may give a most effective solution.  This feature makes PATRICIA particularly effective agains

There are two major challenges for both filtering andthe flooding of control messages (e.g. denial-of-capabilit
capability-based mechanisms: DoS attacks against legf#im attack). Note that an edge network may decide to completely
control traffic [11] and collusion among malicious hosts [2] disconnect a local host from its network, if too many reports
Our work employs both filtering and capability ap- about the host have been received. However, we would like
proaches while addressing their inherent problemsWe  to emphasize that this is entirely a local decision.
maintain filters (i.e. blocking lists) in edge networks toyst i
the flooding of control traffic, which is more scalable andB: Traffic Regulator
effective than maintaining the filters in the ISPs. We use the Each edge network has one or mdraffic regulators
capability approach in the ISPs for its scalability. Moregv ~ which use blocking lists and local policies to make endorse-
sources and destinations need to obtain endorsements frament decisions (see Section V for details). For example, the
their own networks, hence creating more hurdles for controlocal policy may assign certain important nodes a higher
traffic flooding and allowing edge networks to detect andpriority in getting endorsements. The traffic regulator can
prevent collusion at the early stage of data transmissioralso impose a rate limit on how often each node’s control
Another major difference between our design and previousnessages can be endorsed, in order to limit the flooding of
work is the dynamic switching between passive and activeontrol messages to other networks. Again, the local policy
traffic regulation, which reduces the overall processind an may specify a higher rate limit for those servers that are
bandwidth overhead. expected to send and/or receive a lot of traffic. In additon t

providing endorsement service, the traffic regulator atis
Ill. PATRICIA DESIGN the protection of local hosts when they are under attacks Thi

A. Summary of Main Features process is described in Section IV.
Below we summarize the main features of PATRICIA and Traffic regulators may become potential targets for at-
explain the rationale behind our decisions. tacks. As a precaution, we limit the communication with

1) Reactive Traffic RegulationThe current Internet al- each traffic regulator to local hosts and routers only. Rsute
lows any host to send packets to any other host. This opergan simply drop any packets originated from non-local
ness has greatly contributed to the success of the Intdwntet, source IP addresses but destined to a local traffic regulator
also leaves hosts/routers vulnerable to attacks. It woeld bOf course, a local host or router may still attack a traffic
desirable to design an effective DoS mitigation scheme thategulator, but this is much easier to localize and mitigate
does not unduly restrict the openness of the Internet. Withthan an attack from a remote source. One implication of
the above preference in mind, we designed PATRICIA as aur restriction is that traffic regulators in different netks
reactive scheme that dynamically switches a host tactive ~ cannot directly communicate with each other. However, our
traffic regulationmode only when necessary. This reactivedesign still allows a traffic regulator to indirectly repart
approach is viable because the vast majority of Internemisbehaving host to that host's traffic regulator (Sectign V
hosts are home PCs or regular servers. These machines may o
receive some constant port scanning traffic, but the traffi&: Feasibility
volume is usually not enough to overwhelm them except We have discussed how to incrementally deploy PATRI-

during a major DoS attack. CIA and the deployment incentives for ISPs in our previous
2) Edge Network Endorsemerito control misbehaving paper [3], here we emphasize the feasibility of PATRICIA
hosts during an attack, we introduce andorsemenpro-  in terms of its overhead. PATRICIA incurs processing over-

cedure in edge networks. For a source to communicatBead in the active traffic regulation mode. However, only a
with a destination in theactive regulation modeboth the small percentage of destinations may require active traffic
source and the destination must obtain an endorsemenggulation at any given time, since most destinations are
from their own network. and (b) an authorization from thein passive mode. Moreover, endorsement is required only
destination, before it can send out any data traffic. Likewis for control messagesyot for data packets. Because the
the destination must obtain an endorsement from its owmumber of control messages is limited by our scheme, the
network in order to authorize the source’s data traffic. Thisoverhead of generating and verifying endorsements should
endorsement procedure allows edge networks to examine thee bounded.
requests and authorizations issued by their hosts. In our current design, an endorsement is in the form of
3) Edge Network Cooperatiorin PATRICIA, each edge a public-key signatureOne common concern is the pro-
network maintains a blocking list (similar to a filter) of cessing overhead of public-key signatures, but advances in
misbehavindocal senders reported by other edge networksboth software and hardware continue to enhance processing
These senders cannot get the endorsement to establishcapability of signatures. For example, a recent implemen-
communication channel with a particular destination (ceta s tation of the Rabin-Williams algorithm can achieveus



for a signature verification (1024-bit keys) on a PC with When a host is no longer under attack, its assigned
an Intel 2.33GHz Core2 processor [12].9% of a link's  covered IP address should be released back into the pool.
capacity is reserved for control messages, and a PATRICIA his decision could be as simple as allocating addresses for
control message has at least 200 bytes (a Rabin-Williama set amount of time, and then requiring that hosts make
signature requires 80 bytes, and the IP header requiremother request for an address if the need still exists. A
20 bytes), the software implementation running on the PQGeturned covered address should be retained for a set amount
can handle the signature verification for a link faster tharof time before being given to a new victim to prevent packets
4.6 Gbps. Hardware-based implementations using FPGA @ent to the previous victim being received by the new victim.
ASIC can handle much faster links. Since the signature In practice, hosts offering critical services (e.g. DNS
verification is not part of data packet processing, it couldservers) may be issued permanent covered IP addresses
be performed by dedicated hardware on border routers. Ithey are primary targets of attacks, so that they do not have
addition, two neighboring networks may establish a trusto repeatedly switch between passive and active regulation
agreement between each other so that redundant verifisation
are minimized when a packet crosses the boundary betweéh TRAP Procedure
two neighboring networks. On the other hand, signature gen- First, when a node is under a DoS attack, it sends a
eration is slower than verification and a large edge networknessage to its local traffic regulator to request a covered
may need to process requests from many flows. Possiblé® address. When the traffic regulator receives the request,
solutions are employing multiple traffic regulators to €har it may apply local policies in the address assignment.
the load and using hardware-based signature generators. For example, the policy may favor hosts that offer known
Another common concern for using public-key signa-services — these hosts may have a priority in obtaining
tures is key distribution. In PATRICIA, however, each edgecovered IP addresses and their allocated addresses may have
network needs only one public key and the number ofa longer expiration time. In addition, the traffic regulator
ASes in the Internet is on the order ®0* (this number can make sure that the requester does not have any known
grows slowly). Therefore an edge network may simplysecurity breaches or potential vulnerabilities, for examipy
download the entire public-key database from the authorityscanning the host. Without these provisions, two colluding
that certifies the keys hosts can authorize a lot of data traffic between them,
Hash code operations for generating and verifying auexhausting the resources along the traffic path and preagenti
thenticators are orders of magnitude faster than publjc-kelegitimate traffic from reaching their destinations. In our
signature operations, so routers should be able to handkchemethe ability to authorize data traffic is a privilege, not
them fairly easily. Yang et al. [2] conducted a detaileda right automatically given to every hodt/e have to ensure
feasibility evaluation of hash code computation. that a host is indeed under attack and that it has not been
compromised before allowing the host to authorize traffic.
After granting a covered IP address to a host, the traffic
The Traffic Regulation Activation Protocol (TRAP) han- regulator immediately notifies the local network’s auteri
dles the dynamic switching between passive and activg§ye DNS servers to update the DNS record for this host —
regulation. In passive traffic regulation, a host uses alaegu a|l new senders should use this address to communicate with
IP address, allowing other hosts to send data packetsiglirectthe host. The regulator also instructs the local borderersut
to it. Once the host is deemed under attack, it is assigneg drop packets to the old addreds. addition, the host
an address from theovered IP addrespool and enters should notify all the hosts that are actively communicating
the “active traffic regulation” mode. Such dynamic addressyith it so that they will send requests for authorization to
assignment can be handled by DHCP. In order to senghe new address. This notification includes the old address,
paCketS to a host with a covered IP address, a sender nee@}‘é new address’ a timeout and an endorsement from the
to establish an authorized transmission channel to thdt hoq'rafﬁc Regu|at0r so that the border routers a|0ng the path
(see Section V). can verify the legitimacy of the message.
A. Covered IP Address |Jh?jr§ may stilltfl?e slc:jmgl\TSew sengefrs tmi_nghto [each ttr;e
old address, as the o record for this host may be
A covered IP address could be identified by some subs ached in some non-authoritative DNS servétewever, h}l

of the bits in the address, so that a router can instantl¥he above measures are taken, fegitimate senders will

recognize whether a packet is sent to a covered IP addres[§y to reach the old address after the address chamgsed
:‘:?Ir gxampllel,) 'f”thi value of the !{iSt e('j%ht b'ts_ of an %ddreds%n the following reasoning: (i) if this destination host is a
als m;ﬁ’:o (?dy ”O‘I’fr? ra;)n%te, te a rtﬁssls conbs_|t eriz ritical server, it should use a permanent covered IP addres
covere address. 1 Is better 1o use the fower bItS ot all g s ysers would not encounter this problem at all; (ii)
address for this identification so that each subnet gets ONe the host does not provide any service, there should not

or more covered addresses to assign. be any other legitimate hosts initiating connections to it;

1Another possibility is to distribute the keys through théerrdomain and (”') if the host prowdes_sqme non-crltlcal serviceg th
protocol BGP in routing updates. owner could use a short expiration time for the DNS record.

IV. TRAFFIC REGULATION ACTIVATION PROTOCOL
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Figure 1. TCEP Message flow on forward path from source nétieodestination network: (1) transmission request (TragRst); (2) source endorsement
request (SERequest); and (3) source endorsement replye(®HR

This approach has already been adopted by many users, as a DoS source by other networks nor been rejected by its
evidenced by the popularity of dyndns.org, which providedocal network’s policies.
dynamic DNS records with an expiration time of 60 seconds. Once the source’s local traffic regulator makes a decision,
Note that this measure is only intended for new senders # sends back &Source Endorsement Reply (SEReply)
those senders with an ongoing connection with the servemessage to the border router. This message contains the
have already been notified of the address change. Even dfecision on whether to endorse the proposed transmission
the user does not adopt this measure, the old DNS recordhannel and a public-key signature that covers the source
will expire eventually. address, destination address, the traffic regulator'sessdr
the decision, and a timestamp for preventing replay attacks
If the traffic regulator’s decision is negative, the border
router immediately notifies the source that its transmissio
Before a traffic source can communicate with a destinatiomequest has been rejected througfransmission Reply
that uses a covered IP address (i.e. it is protected by acti@ransReply) message (see Section V-C for description of
traffic regulation), it needs to use tAeansmission Channel this message). Otherwise, the border router includes the
Establishment Protocol (TCERpP obtain an authorization decision and the signature infeansRequestmessage to the
from the destination. In this section, we explain how thedestination. The border router and the traffic regulatorsedn
TCEP messages are used to establish an authorized trang a persistent secure connection for their communication.
mission channel, and how the blocking list is established/ith the secure connection, the border router does not have
through the cooperation among edge netwoNate that the to verify every signature received from the traffic regutato
procedure described here is different from our preliminary but subsequent border routers still need to do so.
design in[3]. The design changes make PATRICIA more Along the path from the source network to the destination
robust against collusion attacks (see Section V-E). network, each border router performs two functions after
receiving the TransRequest messa@®: verifying the sig-
A. TCEP Control Messages on Forward Path nature: the router first retrieves the public key associated
As shown in Figure 1, the source first sendsransmis-  with the source address and the traffic regulator from its
sion Request (TransRequestinessage towards the destina- key database. It then uses the key to verify the signature;
tion. When the message reaches a border router in the sour@f® generating authenticator for subsequent data traffic:
network, the border router verifies the message’s source adke router computes a keyed hash over the source and
dress using a test similar to the TCP SYN cookie exchangealestination addresses using a local secret key. The hash val
If the address appears to be authentic, the border routds senis appended to the TransRequest message, and the series of
to its local traffic regulator &ource Endorsement Request hash values generated by the border routers becomes the
(SERequest)message containing the source-destination paiauthenticatorfor subsequent data messages.
of the proposed transmission channel. Because the secret key in each border router changes
When the traffic regulator receives the SERequest megeriodically, the authenticator needs to be renewed pieriod
sage, it checks its “blocking list” — a list of misbehaving cally (but these renewals are carried in data messages, not
local hosts reported by other edge networks and, for eacbontrol messages). If the source misbehaves, the receiver
host, the destinations with which it cannot communicate (sewill not return the new authenticator to the source, thereby
Section V-D). Messages with a source-destination pair ompreventing the source from sending more data traffic. Note
this list are rejected. In addition, the traffic regulatoryma that renewing the authorization does not involve any céntro
apply the edge network’s local policies, e.g., a prioritd@n messages; the new authenticator is carried in data packets.
maximum endorsement frequency for each host. These stef#is kind of hash-based authenticator was proposed by Yaar
make sure that the source host has neither been identifiext al. [10] (we omit the details due to space constraints).

V. TRANSMISSION CHANNEL ESTABLISHMENT
ProTOCOL
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Figure 2. TCEP message flow on reverse path from destinaéitwork to source network: (1) transmission reply (TrandiRef2) destination endorsement
request (DERequest); and (3) destination endorsement (BiReply).

When the TransRequest message reaches the destinationfsundesirable traffic before. The traffic regulator’s dewsis
border router, the router removes the authenticator fronalso reflects local policies, e.g., how frequently a host can
the message and caches the authenticator. This preverstathorize new flowsSuch policies can prevent the desti-
the destination from colluding with the sender, as we willnation from accepting too many transmission requests, thus
explain in Section V-E. The border router then forwards thebreaking down collusionOnce the traffic regulator makes
message to the destination. It needs to record its own IR decision, it returns @estination Endorsement Reply
address in this message so that the reply can come back (DEReply) message to the border router. This message
it (see Section V-C for more information). includes most of the fields in the DERequest, the traffic
regulator’'s decision, and a signature.

N d ib hat h f he destinati The border router places the received information in a
ow we describe what happens after the eStIn"’Y['Oﬁ'ransmission Reply (TransReply) message. If the deci-

receives the TransRequest message. First, the destlnang[bn is positive, the previously cached authenticator $e al
decides whether to accept the request. If the source has. qed in the message. The border router then sends
never communicated with the destination over an authorizeg message back to the source host. All the participating
transmls?on channel be_fore, the destination ma%/_ SIMPYorder routers on the reverse path verify the signatureen th
accept the request, as it cannot use any past history li‘?]essage. When the TransReply message reaches the source

maI§e Its demspn.. Otherwise, the destma}uon can ma_kﬁetwork’s border router, the router verifies the signature
an informed decision based on the source’s past behawo(g1

h K with hani ¢ nd it reports to its local traffic regulator if the decision
.Note.t_at P’A.‘TR|CIA, can work with any mechanism 101 inc1yded in the message is negative (i.e. the transmission
identifying m|_sbe_havmg sender;, whether it is based on th?equest has been rejected). This information is used to set
source's application layer t_mehawor (e.g_. through C’_A‘PTCHAup the blocking list as we will explain in Section V-D. A
[13]), network layer behavior, or an existing blacklist. negative decision should also include a blocking duration
C. TCEP Control Messages on Reverse Path (specified by either the destination or the destinatiomifitr
egulator) indicating how long the source needs to wait

Transmission Reply (TransReply)message (see Figure 2). _efore a_itter_nptmg to CO”T‘eCt to the.rec.ewer again. This
Note that if the destination directly sends a control me&ssagmformaltlon is also stored in the blocking list.

back to the source, it may reach a different border router The border router then removes the signature from the
in its local network than the one on the forward path. This TfansReply message and forwards the message to the source
is undesirable because the authenticator was cached in th@st. When the source receives the TransReply message, it
latter. Our solution is to let the destination explicitlynse checks the decision included in the message. If the decision
its message to the border router on the forward path (thigs positive, the source host extracts the authenticaton fro

address is recorded in the TransRequest message), whithe message and fills it in the IP header’s optional portion in
then forwards the message to the source. its subsequent data packets for routers to verify. When the

When the message reaches the local border routefictual data transfer occurs, each border router verifies the

the router sends @estination Endorsement Request data packets by recomputing the corresponding hash value
(DERequest)message to the local traffic regulator with the in the authenticator carried in the IP header.

destination’s decision (accept or reject). If the destores If the source receives a negative decision, it will wait for a
decision is to reject the source, the traffic regulator sthoul period of time (i.e. the blocking duration) as specified ia th
not overturn this decision. However, it can overturn anTransReply message before sending another TransRequest
“accept” decision from the destination, for example, if its message. Malicious sources may ignore this timeout value
monitoring statistics show that the source has sent a latnd continue sending more TransRequest messages, but

B. Receiver Decision

After the destination makes a decision, it sends back



. . . Source
these messages will be endorsed by its local traffic regulato g,

D. Blocking List & 5 Mops

An important feature of PATRICIA is thélocking list : S
maintained at each edge network. This list contains local
hosts whose traffic has been deemed undesirable by other Figure 3. Network topology for simulation
hosts or networks. It is established through the cooperatio ' '
among edge networks, as we briefly described in the previ- Another major change in our design is to IBts border
ous section. Below we provide more details. router remove the authenticator i's TransRequest mes-

Suppose Host has been identified by hogk or B’s sage before delivering it to the destination. OtherwiBe,
network as a potential DoS source (e.g., through a reversgan circumvent our mechanisms by sending the authenticator
Turing test or traffic monitoring). If4 tries to establish a Pack toA simply using a data packet (not via a TransReply
transmission channel witl, B or B's network will reject ~Message which requires the traffic regulator's endorsegment
this request through a Transmission Reply (TransReply$hus allowingA to send “authorized” traffic td3.
message. When this message arrivesAst network, the On the other hand, our new design does require that
border router that receives the message can report th@d’s border router cache the authenticator. Fortunately, the
rejected address paif( B) to the local traffic regulator. The authenticator needs to be cached for only one rou.nd-tnp
traffic regulator will add this address pair to liocking list ~ time between the border router and a local routrig
and stop endorsingl’s subsequent Transmission Requestthis €xample). Therefore, the cache size is bounded by the
messages t@ for a period of time. This time period could Maximum number of TransRequest messages that can be
be set byB or B’s traffic regulator in the TransReply. received over one local RTT, which should be on the order

Note that attackers cannot take advantage of this mech&f 10 ms or less. Note that we limit the control traffic to
nism to block legitimate traffic. Suppose a good source host Small percentage of the total link capacity (see the next
C wants to communicate wittB. If a malicious hostp ~ Section).For a 10Gbps link, a router needs to cache at
wants to block the traffic fronC' to B using the blocking MOSt 625 authent|cators_ for that linlkassuming that each _
list, it has to forge a TransReply message fréno C with TransRequest message |s.200 bytes, 5% of the link capacity
a negative decision. However, becauSecannot generate IS allocated to control traffic, and RTT is 20ms.

a valid signature, its forged TransReply message will be VI. TRAFFIC CLASSES
dropped byC’s border router.

Destination
edge network

In PATRICIA, an ingress border router divides traffic into
four classes:Control, Authorized Regular and Demoted
Note that internal routers do not process any PATRICIA

In the previous version of PATRICIA (see our NPSec control messages or verify the authenticators in data packe
workshop paper [3]), hosts directly communicate with theirThey simply forward the packets based on the priorities
local traffic regulators to obtain endorsements. We havenarked by the border routers. Ti@ontrol class consists
changed our design to let border routers communicate witlef endorsed control messages with relatively low traffic
traffic regulators on behalf of sources and destinationsvolume. This class has the highest priority to ensure timely
mainly to prevent colluding between the hosts. Below wedelivery of control messages. Thathorized class contains
explain why the previous design may not work well in data packets with valid authenticators. This class has the
collusion situations. second priority. TheRegular class contains data packets

Supposed is a DoS source and is colluding with it.  that do not require active traffic regulation and also has the
When A sends a TransRequest mesagd3toB obviously  second priority. TheDemoted class contains data packets
will accept A’s request, but its traffic regulator may decide without correct authenticators and has the lowest priority
to overturn B’s decision (e.g. based on the total amountTo prevent collateral damage, each class of traffic receives
of traffic A has sent to the other hosts on the network).dedicatedqueue at each router, and the first three classes are
However, B will not send a TransReply with its traffic allocated their own share of bandwidth. To control flooding
regulator’s negative decision back 1 since this will put  attacks within each traffic class, we apply RED-PD [14], a
A on the blocking list atA’s traffic regulator. In other light-weight bandwidth sharing mechanism on a per source
words, B’s withholding of the TransReply message defeatsAS basis for control traffic, per-source-destination-jpaisis
the blocking list mechanism. for authorized traffic, and per-destination basis for ragul

In our current designB only knows its own decision traffic.
when sending a TransReply message to the sourcd} so
does not have any incentives to withhold the TransReply ) )
message. The border router Bis network will communi- A Simulation Setup
cate with the traffic regulator to obtain the negative decisi Fig. 3 shows our simulation topology wit) source edge
which will be delivered toA’s network. networks and destination edge network. Below we describe

E. Why let the border routers request for endorsements?

VIl. PERFORMANCEEVALUATION
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the simulation setup for a typical experiment. We vary some

of the parameter values to create other simulation scenario
Legitimate senders are generated and assigned randomly

to one of the source networks with a Poisson arrival rate of

10/s and an exponentially distributed lifetime 20 seconds

on average. Based on the queueing theory of M/M/inf

systems, there are on averaf# legitimate senders in the PAT

network. The attack starts at tin@)0s and the attackers 200000 | s MR

arrive at a Poisson rate df00/s, which means that the Time (s)

number of attackers quickly increases 1600 in a few Figure 4. Data throughput of legitimate senders (FalsetiPesRate =

seconds. Once generated, these attackers do not leave fhe False Negative Rate = 0.2).

network until the simulation ends. Both legitimate senderi18 the PATRICIA case, their throughput quickly returns to

and attackers send two 500-byte data packets per seco ormal after 50 seconds or so. However, without PATRICIA,

The legitimate senders alone will not cause server overloapn .
or congestion, but the total data rate from both categofies g eir throughput drops further to around 500Kbps as the at-

senders will overwhelm the server and congest some "nkst.ackers use up the bulk of the server's processing capabilit
The receiver processes up8600 data packets per second
with a queue size 000 packets. If the queue occupancy
level exceeds a thresholi,, the receiver triggers a generic
attacker identification mechanism with a certain false posi
tive rate p) and false negative rate)( A higher p means
incorrectly identifying more legitimate senders as atéask
For example, @ of 0.4 means incorrectly identifying 40% 1000 atiackers
of the legitimate senders as attackers. On the other hand, woeer 10000 attackers -
a higherq means identifying more attackers as legitimate ‘00 150 200 250 300 30 400 450 500

senders. The identification mechanism becomes inactive Tme® o
Elgure 5. Data throughput of legitimate senders with déférnumber of

when the queue occupancy level falls below a threslgld attackers (False Positive Rate = 0.1, False Negative Rat@)= 0
and the number of identified attackers per second is less than 14 oyajuate the performance of PATRICIA under larger

a thresholdN. In our simulation, T}, = 80%, T; = 20%, attacks, we increase the number of attackers to 2000 and
N =10/s. p andq are both between 0 and 0.5. 10000. Figure 5 shows that more attackers can have a higher
The receiver always accepts the first transmission repegative impact on the throughput of legitimate users, but

quests from new senders. However, a sender must ren€en with 10000 attackers, the total throughput of the ilegit
its authenticator every 2 seconds. This offers a chancg,aie ysers returns to normal within 100 seconds or so. This

for the receiver to reject misbehaving senders. Note thak pecause in PATRICIA, the attackers are quickly identified
renewing the authorization does not involve any controlyq their traffic is blocked in their source networks.
messages; the new authenticator is carried in data packets.
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The receiver uses its attacker identification mechanism to Recovery Interval(s)
determine whether to renew the authorization. If the identi 16
fication mechanism detects an attacker, the receiver will se 14
back a negative transmission confirmation, putting thesend -
on the blocking list. If a valid sender receives a negative 1

transmission confirmation or does not get a confirmation
message, the sender will try to establish the transmission
channel using an exponential back-off mechanism. However,
attackers continue to make their attempts at the same rategure 6. Impact of different attacker identification acmies on how fast
as before (2 requests per second). the receiver can recover from the attack.
In order to test how well PATRICIA works with dif-
B. Results ferent attacker identification mechanisms, we perform 36
We conducted extensive simulations with various attacksimulations with the values of the false positive rate
scenarios and obtained similar results. Here we preserit a send false negative rate chosen from the sef{0.01, 0.1,
of representative results. Unless otherwise noted, wehese t0.2, 0.3, 0.4, 0.5. We define therecovery intervalas the
simulation parameter settings described in Section VII-A. duration in which the attacker identification mechanism
Figure 4 shows the total data throughput of legitimateremains active. A longer recovery interval indicates that
users with PATRICIA or without (i.e. the current Internet). it takes the PATRICIA networks more time to suppress
When the attack starts at 200s, the legitimate users’ aggréhe attack. Figure 6 compares the recovery interval under
gate throughput drops from around 1.6Mbps to 800Kbpsdifferent identification mechanisms. It is clear that highe
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Figure 7. Effectiveness of blocking list in mitigating cooittraffic flooding (False Positive Rate = 0.1, False NegafRate = 0.2).
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