Syllabus for COMP 7313/8313 (FALL 2007) InstructBrof. Santosh Kumar

COMP7313/8313: Network Design and Performance Anadys

Prof. Santosh Kumar
2:20pm -3:45pm, Monday, Wednesday in FIT 227

Contact Information:

Office: 376 Dunn Hall Department Office: 209 Dunn Hall

Phone: 678-2487 Department Phone: 678-5465

E-mail: Santosh.kumar@memphis.edu URL: http://www.cs.memphis.edu/~santosh

TA: TBD

Office Hours:

Monday Tuesday Wednesday Thursday Friday

3:45pm — 5:00 pm 3:45pm — 5:00 pm

Also by Appointment

Course Description:

COMP 7313 Modeling and Analysis; Combinatorial Optimizatidnr(ear Programming (LP),
Integer Programming (IP)); Approximation Algorithniarobabilistic Methods.

Prerequisites:
* Basic knowledge of Computer Networks, Probabibitiyd Linear Algebra
* Ability and willingness to pick up mathematical pfaechniques

Why this course?
To learn basic analytical techniques that will hatp become an excellent researcher.
Who should take this course?

Any graduate student who would like to improve tpgality of his/her research by using
analytical tools such as combinatorial optimizati@#, IP), approximation algorithms, and
probabilistic methods. This course is expectedetaseful not only to students doing research in
computer networks but to students in all areas @hg@uter Science as well as to students in
other disciplines such as Electrical Engineeringqngement Information Systems (MIS), and
Logistics and Operations.

Intended Outcomes:

* Modding:
1. The student will be able to identify the major issun analyzing the performance of
a computer system, protocol, or algorithm.
2. The student will be able to list common mistakepenformance evaluation.
3. The student will be able to choose appropriate io®etfor evaluating the
performance of a computer system, protocol, orrélyo.
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4.

5.

The student will be able to mathematically modelsystem, protocol, or an
algorithm.

The student will be able to predict the behaviod amathematically analyze the
performance of a representative computer systengusie or more tools learned in
this course.

* Technique 1 €Combinatorial Optimization:

1.

The student will be able to formulate a computestesy, protocol, or algorithm
design issue as an appropriate optimization proljlémIP, NLP, etc.)

* Technique 2 -Approximation Algorithms:

1.
2.
3.

4.

The student will be able to define an approximattgorithm.

The student will be able to present reductions Pe@dmplete problems.

The student will be able to apply various techngyjdier proving approximation
guarantees to their algorithms.

The student will be able to ask the right questifmmsany approximation algorithm
that they encounter.

* Technique 3 Probability, Stochastic Processes, and Probabilistic Methods:

1. The student will be able to define a random vagabl

2. The student will be able to list the basic promertiof common probability
distributions.

3. The student will be able to list the propertiestichastic processes such as Poisson
process and its variations.

4. The student will be able to use some probabilistethods to derive probabilistic
guarantees of some randomized algorithms.

» Others:
1. The student will become a more effective team worke

Required Text:

[T1] Vijay Vazirani, “Approximation Algorithms,” 2d Edition, Academic Press, 2004.

Recommendedrext:

Selected chapters and topics from the followingksowill be used in conjunction with the

textbook.

* [R1] Raj Jain, “The Art of Computer System Perfonoa Analysis,” Wiley, 1991.

« [R2] Wayne L. Winston, “Operations Research: Apmiicns and Algorithms,”
Edition, Duxbury Press, 2004.

* [R3] Michael R. Garey and Davis S. Johnson, “Coramuaind Intractability: A Guide to
the Theory of Incompleteness,” 1979.

* [R4] Sheldon M. Ross, “Introduction to Probabilityodels,” 8th Edition, Academic
Press, 2003.

* [R5] Noga Alon and Joel H. Spencer, “The Probatidislethod,” 2nd Edition, John
Wiley & Sons, 2000.

Class Format

The class will involve lectures by the instructordividual and team-based homework, paper
presentations by students, and a team-based prdgagic concepts for each topic will first be
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introduced by the instructor in lectures. Homewavitl then be assigned to enhance the
understanding of basic concepts. Each topic wilhatude with a previously published
conference or journal paper presentation from destu The paper presented will demonstrate
the application of the just concluded topic to anpater system (which will be in the domain of
computer networks in most cases).

Each student is expected to form/join a team fdhdwmework and the project. The team
composition for homework may be different than fioe project. The project will consist of
applying one or more techniques covered in thesctasa research problem. The research
problem will be identified by the student(s) in saftation with the instructor. The research
problem identified need not be a new one. Howeter application of the selected techniques
(from those covered in the course) to the chosseareh problem must be new.

Class Preparation: Thorough preparation—by studeratsd instructor—and active participation
are essential to a successful course. Learninggdrom struggling with the issues outside of
class, then discussing them (and the strugglelassc Unprepared students personally miss out
on most of the learning and also cheat their classsnbecause they cannot contribute fully to
the learning that occurs in class.

The instructor will assign readings from books aagers. Each student is expected to have read
these before coming to each class. This will enbatudent learning as well as enhance other
students’ learning because more meaningful disocnssan take place in the class. Class
participation assessment will be done by the icstruas well as peer students in the class.

Teams: During the first week of class, students will foteams of 2-3 unless the instructor
deems a different team size is warranted. Formatideams will be left to your discretion, but |
encourage you to include some variety in terms ehdgr, ethnicity, nationality, work
experience, etc. If you need motivation beyonddpportunity to learn from classmates with
different experiences, recognize that the teamswork with on the job usually include such
diversity. It is wise to have at least one teanmiper who is a fluent in English, to help ensure
that your reports are written clearly.

Teams are to workndependently. Reports, programs, or solutions from students vdok the
class in the past are strictly off limits.

Evaluation:

Grading Plan: An individual's grade will be composed of his/heam’s score as well as
his/her individual score as described in the foltaytable.

Homework& Quizzes 45%| Paper Review & Presentation 5% 2
Project Proposal 5% /| Project Report & Presentation 0% 2
Class Participation 5%

Assignment of letter grade will be determined bamegerformance of the entire class.

Difference Between 7313 and 8313 Evaluatior8tudents registering for 7313 will be offered
more choices in terms of which problems they neeahwer on the Quizzes and Homework.
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Course Topics in Chronological Order (subject to chnge):

Course Topics
Course Overview and Introduction to Computer Sydgarformance Analysis
Reading: Chapter 1, 2, and 3 from Reference book R1
Introduction to Mathematical Proof Techniques
Review of Linear Algebra
Reading: Chapter 2 from Reference R2

Introduction to Linear Programming (LP); ModelingpBlems as LP
Reading: Chapter 3 from Reference R2

Modeling Problems as LP (contd.); LP Solvers
Reading: Chapter 4 from Reference R2

Some Theoretical Results on LP with a focus on Bu#@heory
Reading: Chapter 6 from Reference R2

Integer Programming Formulation (IP)
Reading: Chapter 9 from Reference R2

Modeling Problems as IP
Reading: Chapter 9 from Textbook R1

Introduction to NP-Completeness (Complexity andaciability)
Reading: Chapter 1 from Reference R3

Understanding NP-Hardness
Reading: Chapter 2 from Reference R3

The Art of Reduction (Proving NP-Completeness)
Reading: Chapter 3 from Reference R3

More Examples of Reductions
Reading: Chapter 3 from Reference R3

Introduction to Approximation Algorithms
Reading: Chapter 1 from the Textbook

Set Cover Using Greedy Algorithm
Reading: Chapter 2 from the Textbook

Polynomial Time Approximation Schemes (Examplesapsack, Bin Packing)
Reading: Chapters 8 and 9 from the Textbook

Introduction to LP Duality
Reading: Chapter 12 from the Textbook

Set Cover Using Dual Fitting
Reading: Chapter 13 from the Textbook

LP Rounding: One more Approximation Algorithm foetSCover
Reading: Chapter 14 from the Textbook

Random Variables
Reading: Sections 2.1-2.3 from Reference R4

A Survey of Standard Probability Distributions
Reading Sections 2.4, 2.6-2.8, and Chapter 5 from Reference R4

Properties of Expectation and Variance
Reading: Sections 2.1 and 4.1 from Reference R5

The Main Probabilistic Theorems
Reading: Sections 4.3 and 4.4 from Reference R5
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Course Policies:

Attendance: Students are expectedatiend classand toarrive on time. To a significant
extent, the value you get from the course dependsuar presence in class, and your classmates’
opportunities to learn from your insights dependyour presence in class.

Late Policy: For every day that an assignment is late, 10%efdtal maximum credit will be
deducted. For example, if an assignment is worttagimum of 10 points, it will be worth only a
maximum of 9 points if the assignment is late bg day

Plagiarism/Cheating Policy:(These paragraphs are mandatory.)

Plagiarism or cheating behavior in any form is unethical and detrimentaproper education
andwill not be tolerated. All work submitted by a student (projects, prognaimg assignments,
lab assignments, quizzes, tests, etc.) is expdotdée a student's own work. The plagiarism is
incurred when any part of anybody else's work sspd as your own (no proper credit is listed to
the sources in your own work) so the reader isttetdelieve it is therefore your own effort.
Students are allowed and encouraged to discusseaith other and look up resources in the
literature (including the internet) on their assigmts, butappropriate references must be
included for the materials consulted, and appropriate citations made when the mateyitdken
verbatim.

If plagiarism or cheating occurs, the student willreceive a failing grade on the assignment
and (at the instructor’s discretion) a failing grade in the course. The course instructor may
also decide to forward the incident to the Universy Judicial Affairs Office for further
disciplinary action. For further information on U of M code of student conduct and
academic discipline procedures, please refer tohttp://www.people.memphis.edu/~jaffairs/

Online Resources:

1. Dr. Raj Jain’s slides for book Riittp://www.cse.wustl.edu/~jain/books/perf_sli.htm

2. Companion Site for book R2

http://www.brookscole.com/cgi-

wadsworth/course_products_wp.pl?fid=M20b&produdinisssn=0534380581&discipline_num

ber=17

3. Linear Programmindattp://www?2.isye.gatech.edu/~spyros/LP/LP.html

4. The Simplex Algorithm:

http://people.hofstra.edu/faculty/Stefan_Waner/Réald/tutorialsf4/frames4_3.html

5. Integer Programmindittp://people.brunel.ac.uk/~mastjjb/jeb/or/ip.html

6. Course homepage of Computer System Performancedial at the Chinese University of
Hong Kong:http://www.cse.cuhk.edu.hk/~cslui/csc5420.html

7. Lecture Notes for a Performance Evaluation Teclesqoourse offered in the Technical
University of Berlin:

http://www.tkn.tu-berlin.de/~awillig/user_includegt ss2005/pet_ss2005.html

8. Course Notes for a Computer System Performanceuitrah Course at the George Mason
University: http://cs.gmu.edu/~menasce/cs672/slides/

9. Course Notes for a System Performance Evaluatiamwg@oat the University of Waterloo:
http://bbcr.uwaterloo.ca/~pinhan/CS457/CS457.html
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